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N. B.: (1) All questions areompulsory.

(2) Makesuitable assumptionsvherever necessary agthte the assumptionsnade.
(3) Answers to thesame guestiormust bewritten together.

(4) Numbers to theight indicatemarks.

(5) Drawneat labeled diagramsvherevemecessary
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Attempt any threeof the following:
What is data structure? Explain the categories in which data structure can be
divided.
A data structurei s a way of storing the dat a
used efficiently. Formally a data structure is logical or mathematical mod
organisation of data.
Classification of data structures
Data structures can be classified in several wHlysse classifications are:

1. Linear and Nonlinear data structures

2. Static and Dynamic Data structures

3. Homogeneous and Ndmmogenous Data Structures

1. Linear and Non- linear data structures
Linear Data Structure The elements in a linear data structure form a linear sequ
Example of the linear data structures are : Array, linked djgsgue, stack.
Non-linear data structure:The elements in a Nelmear data structure do not for
any linear sequence. Fotample, Tree and Graph.

2. Static and Dynamic Data structures
Static Data Structure:Static data structures are those whose memory occupat
fixed. The memory taken by these data structures cannot be increased or decr:
run time. Example of statidata structure is an Array. The size of an array is dec
at the compile time and this size cannot be changed during the run time.
Dynamic Data Structure:Dynamic data structures are those whose memory is
fixed. The memory taken by these dataistiures can be increased or decreased a
time. Example of the dynamic data structure is Linked LTs$te size of linked list cal
be changes during the run time.
Other data structures like stack, queue, tree, and graph can be static and ¢
dependhg on, whether these are implemented using an array or a linked list

3. Homogeneous and Not#homogeneous data structures
Homogeneous data structureHomogeneous data structures are those in which ¢
of same type can be stored. For example, Array, stack, queue, tree and graph.
Non-homogeneous data structureNon-Homogeneousdata structures are those in

which data of different types can be stored. Example, Linked List.

What is an algorithm? What are the characteristics of an algorithm?
An algorithm can be defined as finite collection of wadfined steps designed to
solve a particular problem.
Characteristics of an algorithm:
1. Input: Analgorithm must take some inputs that are required for the soluti

of a problem

2. Process an algorithm must perform certain operations on the input data w
are necessary for the solution of the problem.

3. Output: An algorithm should produce certain outpfter processing the
inputs.
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4. Finiteness An algorithm must terminate after executing certain finite numt
of steps.

5. Effectiveness Every step of an algorithm should play a role in the solution
the problem. Also, each step must be unambiguous, feasitldefinite.

What is meant by complexity of an algorithm? Explain different types of
complexities.

Complexity is the time and space requirement of the algorithm. If time and space
requirement of the algorithm is more, then complexity ofaligerithm is more and if
time and space requirement of the algorithm in less, complexity of that algorithm
less.

Out of the two factors, time and space, the space requirement of the algorithm i<
very important factor because it is available ayJew cost. Only the time
requirement of the algorithm is considered an important factor to the find the
complexity. Because of the importance of time in finding the complexity, it is
sometimes termed &isne complexity.

As the time requirement of the algbm is dependent upon the input size irrespect
of the other factors like machine/processor, time complexity is measured in term
input size n. If the input size to the algorithm is more, the complexity will be more
if the input size to the algithm is less, the complexity will be less.

For example, consider an algorithm which sorts an array of size 2000, will definif
take more time than to sort an array of size 20. Thus, we express the time comp
in terms of input size.

As the compleity of an algorithm is dependent upon the input size, still complexit
can be divided into three types:

1 Worst case complexity
1 Best case complexity
1 Average case complexity

Worst Case Complexity If the running time of the algorithm is longest for all the
inputs then the complexity is called worst case complexity. In this type of comple
the key operation is executed maximum number of times. Worst case is the upp
bound of complexity and in certain application domains e.g. air traffic control, me
surgery, the worst case complexity is of crucial/high importance.

Best Case Complexitylf the running time of the algorithm is shortest for all the
inputs then the complexity is called best case complexity. In this type of comple»
the key operation isxecuted minimum number of times.

Average Case Complexitylf the running time of the algorithm falls between the
worst case and the best case then the complexity is called average case comple
Average case complexity of an algorithm is difficult tadfi To calculate average cax
complexity of an algorithm, we have to take some assumptions.

Write an algorithm to insert an element into the array and to delete an element
from the array.

Insertion operation refers to adding a new element iartagy. The new element can
be inserted at any position in the array provided that the memory space allocate
array is sufficient enough to accommodate the new element. Suppose in an arra
is a capacity of storing 15 elements and there aga@dyrl5 elements stored in the
array, then it will not be possible to accommodate one more element in the array
Insertion of an element at the end of the array is a very simple operation as no d
movement takes place. On the other hand we want to mmsew element at any
position of the array then the elements starting from insertion position are requir
move to the next position right to make the space for the new element.

Al gorithm to inser®paani teilemeinnt stdHdee wai
where 1<=k<=n:
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Step 1: Repeat Steps 2and 3Forl=nTok
Step 2: Sef|[i + 1] = SJi]
Step 3: Seti=i 1
[End Loop]
Step 4: SeS[k] = New
Step5:Setn=n+1
Step 6: Exit

Deletion operation refers to removing an existing element fhenarray. The elemen
at any position can be removed from the array. Removal of an element from the
the array is very simple operation as no data movement is involved in this opera
On the other hand, removing an element from any other posititwe array, all the
elements starting from the location next to deletion position need to be moved ol
position left in the array.

Algorithm: Deleting an elementfrokf"posi t i on i n the arr
elements where 1<=k<=n:
Step 1: Repeat Steps 2 and 3 Forkton-1
Step 2: Se8|[i] = S[i + 1]
Step 3: Set=i+1

[End Loop]
Step4:Seh=nT 1
Step 5: Exit
What is bubble sort? Sort the following data items using bubble sort method.
14, 33, 27, 35, 10
Thebubble sort makes multiple passes through a list. It compares adjacent items
exchanges those that are out of order. Each pass through the list places the nex
value in its proper place. Il N esesednc
belongs.

14 33 27 35 10
In this case, value 33 is greater than 14, so it is already in sorted locations. Ne
compare 33 with 27.

14 33 27 35 10

We find that 27 is smaller than 33 and these two values must be swapped.
14 3327 35 10

The new array should look like this

14 27 33 35 10

Next we compare 33 and 35. We find that both are in already sorted positions.
14 27 33 35 10

Then we move to the next two values, 35 and 10.

14 27 33 35 10

We knowthen that 10 is smaller 35. Hence they are not sorted.

14 27 33 35 10

We swap these values. We find that we have reached the end of the array. Af
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iteration, the array should look like this
14 27 33 10 35

To be precise, we are nahowing how an array should look like after each iterati
After the second iteration, it should look like this

14 27 10 33 35
Notice that after each iteration, at least one value moves at the end.
14 10 27 33 35

And when there's no swapquired, bubble sorts learns that an array is comple
sorted.

10 14 27 33 35

What are the advantages and limitations of an array?
Advantages

1 Itis use to storing the data of same data type with same size.

{1 It allows us to store known numbefrelements in it.

1 It allocates memory in contiguous memory locations for its elements. It dc
not allocate any extra space/ memory for its elements. Hence there is no
memory overflow or shortage of memory in arrays.

1 Iterating the arrays using their indare faster compared to any other metho
like linked list etc.

1 It can be used to implement other data structures like linked lists, stacks,
queues, trees, graphs etc.

Limitations

1 Array is the static kind of data structure. Memory used by array cannot be
increased or decreased whether it is allocated at run time or compile time

1 Insertion and deletion of elements are very time consuming n array. Whei
new element s to be inserted at the middle of the array then, elements ar
required to move to createetlspace for new element. On the other hand, if
element is to be deleted from the array then, all its preceding elements ne
be moved to fill the vacated position of the array.

1 Only homogeneous elements can be stored n the array. Therefore, recas
want to store the data of mixed type, the array cannot be used.

Attempt any threeof the following:

What is linked list? Write and explain an algorithm to insert an element at the
beginning of the singly linked list.

Linked L ist

A linked list can be defined as the collection of elements where each element is
in a node and the linear order between elements s given by the means of pointe
instead of sequential memory locations.

One way Linked List

In one way linked list, edn node is divided in to two parts. The first part of the noc
contain the element itself and the second part which is termed as next field or pc
field contains the address of the next node in the list.

Insertion at the beginning of the Linked List
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While inserting the new node at the beginning of linked list, first of all we need tc
check whether the linked list is initially empty or not. If the linked list is initially
empty then we will store the Null values in the Next part of New node to beeidser
and the address of the New node will be stored into the list pointer variable Begi
shown below:

Begin
> 12 I Nuﬂl

o . Insertion of a Node
A By ThSRassin into an Empty Linked List

But if the linked list contains one or more nodes, then the address stored in the |
pointer variable Begin will be stored into the Next parihef New node and the
address of the new node will be stored into the list pointer Begin as shown belov

‘ 5 & —{ 7 —tpi 12 | Null

~

New

Linked List after the insertion of New Node

Algorithm:
Step 1 :If Free = Null Then
Printf AOverfl ow: No free space
Exit
[End If]

Step 2:Allocate space to noddew

( SetNew = Free andFree = Free-> Next)
Step 3:SetNew->Info = Data
Step 4:SetNew-> Next = BeginandBegin = New
Step 5:Exit

Write and explain an algorithm to split a link list into two linked lists.
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Suppose we have a linked list which we want to split into two linked lists of 4!
size. To accomplish this task, first of all we will traverse the list to count the tota

of nodes in it, then we will find the address of the (;) th and (;-+ 1) th

determining these addresses we will store Null value in the next part of the

most equal

node. After
(o

: inter
and address of the (§+ 1) th node will be stored in the new list POINC

variable Begin2. Now, our list is splitted into two lists of sizes -2'5 and (n -z

") with list

pointers Begin and Begin2 respectively. The split operation performed on the linked
list will divide the list into two lists which are shown in figures below:
Begin
4| P u| 7| 413 » 27 19 3

A Linked List to be Splitted into Two Linked Lists
Begin

R R

The 1* Linked List Created after the Split

1| 27| P19 3 [Nu

The 2™ Linked List Created after the Split

Algorithm: Splitting a linked list into two linked lists with list pointer variables

'‘Begin' and 'Begin?2' respectively.
Stepl: IfBegin = Null - g
Print “Splitting cannot be performed on empty list”
Exit
[End If]
Step2:  Set Pointer = Begin And Count = 0
Step 3:  Repeat Steps 4 and 5 While Pointer # Null

Step 4: Set Count = Count + 1
Step 5: Set Pointer = Pointer - Next
[End Loop]

Step6: Set Mid = Integer (Co;mz)

step7: Set Begin2 = Null And Pointer = Begin Andi = 1
Step 8:  Repeat Step 9 While i < Mid

Step 9: Set Pointer = Pointer — Next
Seti =i+ 1
[End Loop]

Step 10: Set Begin2 = Pointer - Next And Pointer — Next
Step 11:  Exit

What is circular linked list? How to traverse a circular linked list?

Null
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A circular linked list is a list in which last node points back to the first node instead of

containing the Null pointer in the next part of the last node. The circular linked list can
be shown diagrammatically as:

7 > 5 110 »112 9 +-\

A Circular Linked List

Let us discuss the traversal of circular linked list having list pointer variable Begin.
Here, we will use a pointer variable Pointer to traverse the list from begin to end.

Algorithm: Traverses a circular linked list with pointer variable '‘Begin’

Step 1:

Step 2:
Step 3:
Step 4:
Step 5:
Step 6:

Step 7:

If Begin = Null Then
Print: “Circular linked list is empty”
Exit

[End If]

Process Begin — Info

Set Pointer = Begin — Next

Repeat Steps 5 and 6 While Pointer # Begin
Process Pointer — Info

Set Pointer = Pointer — Next
[End Loop]
Exit

What is the need of two way linked lists? Explain the structure of a node in a twc

way linked list.
In oneway singular linked list we traverse the list only in one direction .e. from

beginning to end. But in certain applications it is required to traverse the list in bc

directions i.e. from beginning to end and from end to beginning. This can be
acconplished with the help of twavay linked list or doubly linked list.

In two-way linked list the node is divided into three pdts, Info, andNext. The
structureof the node s as shown below:

Pre Info Next
Structure of a Node used in a Two-way Linked List

Pre part contains the address of preceding node
Info part contains the element

Next part contains the address of the next node

Here, in the two-way linked list, two list pointer variables are used instead of one. These
are Begln and End which contains the address of the first node and last node of the
linked list respectively. Two-way linked list can be shown diagrammatically as:

GD
ool T 3E T FeE T T FoE T [
" A Two-way Linked List

The Pre part of the first node of a two-way linked list will contain Null as there is no
node preceding the first node. Similarly, the Next part of the last node of a two-way
linked list will contain Null as there is no node following the last node.

Write a short note on header linked list.



ns A header linked list is a special kind of linked list which contains a special node at the

l.)eginning .of the li§t. This sp_ecial node is known as head node. This head node contains
important lnfOFmatlorx_ regarding the linked list. This information may be total number of
nodes in the linked list, some description for the user like creation date, modification

date or information about, whether the data in the list is sorted or unsorted. The header
linked list is shown below:

Begin

y

2] 4 e] J—{r] 3—{olw]

Header Node
A Header Linked List
Depending upon the application, there are some categories of header linked list:
e Grounded Header Linked List
e Circular Header Linked List

e Two-way Header Linked List
e Circular Two-way Header Linked List

A grounded header linked list is a list, in which last node of the list contains the Null
in its Next pointer field. The header linked list shown above is a grounded header linked
list.



If grounded header linked list is empty then the Null value will be stored i
pointer field of the head node as shown in the figure below:

——
n the Nex;

Null

Header Node
An Empty Grounded Header Lirkcd List

A circular header linked list is a list in which last node .of the list points back o the
header node i.e. Next pointer ficld of the last node contains the address of the header
node. Circular header linked list can be shown diagrammatically as:

Begin

'q - 80
LHeadc:r Node

A 4
3
4
8
v
8
|

A Circular Header Linked List

If the circular header linked list is empty then this situation is handled by storing the
address of the head node in the Next pointer field of head node itself, The case of empty
circular header linked list can be shown diagrammatically as:

(Begin)
%

An Empty Circular Header Linked List

In general, a header node can be inserted in any type of linked list either one-way or two-
way linked list. A two-way header linked list can be shown as:

Natl 77| T2 [] 12 Ta] 12 T j P 751Nu9|j

A Two-way Header Linked List

—

A two-way circular Header linked list can be shown as,

N\
1 RA 1T
ATA

DK &
A O PO B
Circular Two-way Header Linked List

Explain how to represent a sparse array using an array and a linked list with an
example.
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Attempt any threeof the following:

a. Define stack. Discuss the basic operations performed on the stack. Also explain
overflow and underflow conditionsof the stack.

Ans: The stack is a data structure in which insertion and deletion of an element takes



